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ABSTRACT 

Light-water reactor operations and maintenance (O&M) costs are 

prohibitively high, thus contributing to the premature decommissioning of 

nuclear power plants (NPPs). This is partly due to how the equipment is 

monitored. In recent years, cloud computing has emerged as a dominant 

technology by virtue of its low costs, computing and storage adaptability, and 

ability to host applications over numerous types of virtual infrastructures. Cloud 

computing can be a cost-effective alternative to onsite storage and diagnostics. 

This paper conducts a techno-economic assessment of a provisional cloud 

deployment architecture for a NPP predictive monitoring (PdM) system. The 

cloud-based monitoring system would enable maintenance and diagnostics 

(M&D)  analysts and other authorized plant users to remotely monitor equipment 

functionality so as to enable PdM practices and early detection of faults. The 

Microsoft Azure cloud platform is included in the proposed cloud architecture to 

provide data processing and storage, sensor device networking, and database 

management; however, this analysis could be extended to other cloud computing 

service providers as well. For the techno-economic assessment, technical 

feasibility is measured in terms of network performance metrics such as response 

time, latency, and throughput, whereas economic feasibility is measured in terms 

of operational costs and capital expenditures. Finally, this report covers certain 

regulatory and security aspects that may concern licensees looking to implement 

cloud computing. The report focuses on the integration of sensor database 

storage, the application of cloud resources to PdM, and the identification of 

technological and economic hurdles associated with moving to a cloud-

computing-based architecture. 
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Development of a Cloud -based Application to Enable a 
Scalable Risk -informed Predictive Maintenance 

Strategy at Nuclear Power Plants  

1. INTRODUCTION 

Light-water reactor operations and maintenance (O&M) costs are prohibitively high, thus 

contributing to the premature decommissioning of nuclear power plants (NPPs). This is partly due to how 

the equipment is monitored. In recent years, cloud computing has emerged as a dominant technology by 

virtue of its low cost, its ability to host applications on various types of virtual infrastructures, and its 

computing and storage adaptability . Cloud computing can be a cost-effective alternative to onsite storage 

and diagnostics. One practical example of this is seen in conducting anomaly detection on mechanical 

components. Sensor drift, pump failures, and damaged motor bearings require multi -modal equipment 

condition monitoring. To efficiently utilize signal processing algorithms for fault diagnosis, enhanced 

real-time data-driven machine learning (ML) and artificial intelligence (AI) techniques should be 

employed. Implementing a real-time predictive maintenance approach using advanced AI models can 

alleviate the costs associated with periodic equipment repairs, labor, and unnecessary outages [1]. The 

NPP industry seeks to leverage cloud computingôs elastic processing power and high-availability 

computing resources by advantageously shifting data storage locations from computers located at plant 

sites to cloud servers with integrated security management. Additional savings can be realized via the 

cloud service providerôs pay-as-you-go method, which enables users to pay only for the resources 

required for the task at hand. 

1.1 Report Scope  

The goal of this report is to propose a NPP cloud architecture for database storage and analytics. This 

report is an extension of prior documents regarding the implementation of digital monitoring at NPPs. 

These preceding documents evaluated prospective wireless distributed antenna systems (DASs) and Long 

Term Evolution (LTE) communication networks that would be feasible for NPP digital sensors with 

wireless technologies [2]. ML capabilities, predictive maintenance (PdM) optimization, and data 

visualization techniques were also reviewed [3]. 

This report covers a techno-economic assessment of a provisional cloud deployment architecture for a 

NPP predictive monitoring system. This cloud-based monitoring system would enable maintenance and 

diagnostics (M&D ) analysts and other authorized plant users to remotely monitor equipment functionality 

so as to allow for early detection of faults. The Microsoft Azure cloud platform is included in the 

proposed cloud architecture to provide data processing and storage, sensor device networking, and 

database management, though this analysis could just as easily be extended to other cloud computing 

service providers. Technical feasibility is measured in terms of network performance metrics such as 

response time, latency, and throughput, whereas economic feasibility is measured in terms of operational 

costs and capital expenditures. Finally, this report covers regulatory aspects that may concern licensees 

looking to implement cloud computing. Such aspects include data storage and export control concerns. 

This report focuses on integrating sensor database storage, applying cloud computing resources to PdM, 

and identifying any associated technological, economic, or regulatory hurdles. 

1.2 Organization of This Report  

Section 2 gives an overview of cloud computing and deployment methods. Section 3 covers the 

regulatory aspects that licensees should be aware of when considering the use of cloud computing 

resources. Section 4 compares the current costs of operating an onsite M&D center with the costs of 

operating a similar system using cloud resources. 
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2. CLOUD COMPUTING 

Cloud computing refers to utility-based computing resources accessed over the internet. On the cloud 

platform, virtualization techniques permit the creation of multiple simulated environments and resources 

to be generated by a single physical hardware system through a type of software referred to as a 

hypervisor. The hypervisor provides an interface to various resources hosted on physical hardware 

systems and distributes them appropriately into secure environments known as virtual machines (VMs). 

Services, applications, and infrastructure resources on the cloud are available to users on-demand through 

network access, with resource pooling and rapid elasticity (i.e., automatic scaling of dynamic resources). 

Subscribing to cloud platforms require licensing agreements/management, security compliance, 

certificates, and the meeting of any regulatory measures required by your cloud provider. The advantages 

and disadvantages of various cloud platforms are discussed in [4]. 

National Institute of Standards and Technology (NIST) Special Publication 800-145 describes cloud 

computing as ña model for enabling ubiquitous, convenient, on-demand network access to a shared pool 

of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can 

be rapidly provisioned and released with minimal management effort or service provider interactionò [5]. 

The cloud model in that document consists of five essential characteristics, three service models, and four 

deployment models. 

The five essential characteristics are defined as follows: 

1. On-demand self-service: A consumer can unilaterally provision computing capabilities (e.g., server 

time and network storage) as needed, without the need for human interaction with each service 

provider. 

2. Broad network access: Capabilities are available over the network and are accessed through standard 

mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones, 

tablets, laptops, and workstations). 

3. Resource pooling: The providerôs computing resources are pooled to serve multiple consumers via a 

multi-tenant model, with different physical and virtual resources being dynamically assigned and 

reassigned according to consumer demand. There is a sense of location independence in that the 

customer generally has no control over the exact location of the provided resources but may be able to 

specify location at a higher level of abstraction (e.g., country, state, or data center). Examples of 

resources include storage, processing, memory, and network bandwidth. 

4. Rapid elasticity: Capabilities can be elastically provisioned and released to scale rapidly outward and 

inward as commensurate with demand. To the consumer, the capabilities available for provisioning 

often appear unlimited and can be appropriated in any quantity at any time. 

5. Measured service: Cloud systems automatically control and optimize resource usage by leveraging a 

metering capability at a level of abstraction appropriate to the type of service employed (e.g., storage, 

processing, bandwidth, and active user accounts). Resource usage can be monitored, controlled, and 

reported on, providing transparency for both the provider and consumer of the utilized service. 

The three main types of cloud services, as visually summarized in Figure 1, are described as follows: 

1. Infrastructure as a Service (IaaS): This capability allows the consumer to provision processing, 

storage, networks, and other fundamental computing resources that enable the consumer to deploy 

and run arbitrary software, potentially including operating systems and applications. The consumer 

does not manage or control the underlying cloud infrastructure but has control over the operating 

systems, storage, and deployed applications, as well as possibly limited control over select 

networking components (e.g., host firewalls). As shown in Figure 1, the customer is usually 

responsible for application maintenance, administration (e.g., middleware and run time), and data. 

These resources can be dynamically split and resized based on demand. Some examples of IaaS 
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services include DigitalOcean Amazon Web Services (AWS) EC2, Google Compute Engine, Azure 

VM and Containers, and Rackspace [6]. Industries may consider this option as solutions for 

high-performance computing, application development and production, as well as private database 

management for security purposes. This service is considered but should be used only by exception. 

2. Platform as a Service (PaaS): This capability allows the consumer to deploy onto the cloud 

infrastructure consumer-created or acquired applications that were developed using programming 

languages, libraries, services, and tools supported by the provider. The consumer does not manage or 

control the underlying cloud infrastructure, which includes the network, servers, operating systems, 

and storage, but can control the deployed applications and possibly the configuration settings for the 

application hosting environment. PaaS is usually built on top of IaaS, with the cloud provider 

managing the run time and middleware, as seen in Figure 1. It also features built-in scaling, load 

balancing, and a variety of services for messaging authentication and caching. For example, Azure 

Logic Apps helps speed up the application deployment and configuration processes. Examples of 

PaaS services include OpenShift, AWS Elastic Beanstalk, Microsoft Azure Content Delivery 

Network, Microsoft Azure App Service, and Apache Stratos [6]. These may also be considered for 

use in application development and data management. PaaS is considered as a potential candidate for 

the NPP cloud, since it offers the flexibility to customize integrated application programs and drives 

technology standardization for modernized systems and applications that require customization. 

3. Software as a Service (SaaS): This service affords the customer the advantage of using the cloud 

providerôs infrastructure and running applications without having to manage or maintain them. The 

applications are accessible from various client devices through a thin client interface such as a web 

browser (e.g., web-based email) or through a program interface. The consumer does not manage or 

control the underlying cloud infrastructure (e.g., the network, servers, operating systems, and storage) 

or even individual application capabilities, apart from limited user-specific application configuration 

settings. Examples of such cloud services include Google Apps, HubSpot, Dropbox, DocuSign, 

Office 365, and Gmail [6]. Industries may consider SaaS for remote management of specific types of 

software. SaaS can be used to support a low-code deployment approach and to optimize functional 

requirements. 

 

Figure 1. Available cloud provider services and managed responsibilities. 
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Once a cloud service model has been chosen, it must then be deployed. Deployment models should be 

selected in consideration of data privacy, encryption, compliance, retention, visibility, and security 

concerns. The four types of deployment models are summarized as follows: 

1. Private cloud: This cloud infrastructure is provisioned for exclusive use by a single organization 

consisting of multiple consumers (e.g., business units). It may be owned, managed, and operated by 

that organization, a third party, or a combination of the two, and may exist either on or off premises. 

2. Public cloud: This is a conventional platform by which resources and infrastructure can be made 

available over the internet by third-party offsite providers who are accessible to the general public. It 

may be owned, managed, and operated by a business, academic, or government organization, or some 

combination thereof. The cloud customers are charged depending on the amount of data used. The 

three major cloud providers are Microsoft Azure, Google Cloud Provider, and AWS. Currently, the 

technological infrastructures of most NPP sites run on Windows platform, meaning that integrating 

existing data centers with Microsoft Azure cloud platform would be feasible from a compatibility 

perspective. 

3. Community cloud: This cloud infrastructure is provisioned for exclusive use by a specific community 

of consumers from organizations with shared concerns (e.g., mission, security requirements, policy, 

and/or compliance considerations). It may be owned, managed, and operated by one or more of the 

organizations in the community, by a third party, or by some combination thereof, and it may exist 

either on or off premises. The NPP industry could operate a community cloud in order to meet data 

security and regulatory requirements. 

4. Hybrid cloud: This cloud infrastructure is comprised of two or more of the aforementioned cloud 

infrastructure types (i.e., private, community, and public), each of which will  remain distinct but be 

bound together by standardized or proprietary technologies that enable data and application 

portability (e.g., cloud bursting for load balancing between clouds). This hybrid cloud option is 

recommended for the NPP industry. The NPP industry seeks to expand existing data center 

capabilities so as to leverage Microsoft Azure public cloud storage and analytics services in order to 

reduce network latencies and achieve efficient scalability to enhance cost savings in real-time 

monitoring. Running workloads on the cloud can also be securely managed and optimized privately. 

2.1 NPP Cloud Transition Strategies  

To maximize the benefits of cloud services, information from the data historian, along with any 

currently employed procedures and applications, must be transitioned to the cloud. This process can be 

accomplished through rehosting, refactoring, re-architecting, or rebuilding (these are listed in order of 

increasing workload to complete). The details and applicable scenarios regarding each process are listed 

below. 

Rehost: This process is often referred to as a ñlift and shift,ò as it entails direct transfer of VMs from 

an onsite data center to the cloud. In this case, the type of application services is mainly the IaaS option. 

Databases and compactible file storage can be deployed on both managed VMs and file storage services. 

Onsite administration security as well as operational management would have to adjust to cloud services. 

Selecting the right infrastructure service and setting up auto-scaling, automatic backup services, and full 

infrastructure monitoring would mitigate any transition-related challenges. This approach can be used 

when the cloud transition process is hindered by a lack of human resources, insufficient time, and 

financial constraints. It is also feasible for when special cloud platform libraries and utilities are needed to 

support software application compatibility. If the applications are up to date, code and deployment 

changes are seldom needed. The two options for transitioning the VMs are Azure VM (IaaS) and Azure 

VMware Solution. 

Refactor: This process refers to making small changes to the onsite codes prior to transitioning to the 

cloud environment (usually the PaaS). This process offers advantages in terms of availability, scalability, 
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and reliability, and does not require intense implementation. It can be used when deploying applications 

using Azure Docker containers in Kubernetes. Again, databases can be transitioned to managed database 

services on Azure, including Azure Structured Query Language (SQL), Azure SQL Managed Instance, 

and Azure Database for MySQL/PostgresSQL. 

Re-architect: This requires splitting application codes into smaller batches (microservices) for 

independent deployment on the cloud. The Azure Kubernetes container or serverless services could be 

used for the implementation. This option is feasible for independent private relational database data that 

must be transferred to non-relational managed NoSQL databases such as Azure Cosmos DB. Additional 

requirements may be needed to develop a separate continuous integration and continuous deployment 

(CI/CD) pipeline for every appropriate programming language in each microservice framework.  

Rebuild: This involves creating the system in the cloud from scratch by using required cloud services 

and practices. The implementation is extensive because most aspects of transitioned codes must be 

redesigned on the cloud platform. This process can be adopted if the microservices required for the small 

code partitions must be totally changed to support the relevant cloud infrastructure and development. 

NPP cloud transition recommendations: After further analysis of the top three cloud provider 

services, the Azure cloud provider was explored for the NPP cloud transitions, based on the rationale 

found in the detailed services review [7], along with the fact that it is highly compactible with Microsoft 

applications and entails less configuration effort and faster deployment models by virtue of its memory-

optimized central processing unit instances. A hybrid cloud platform is preferred, as the existing private 

cloud employs additional AVEVA cloud services and is envisioned to be integrated with Azure cloud 

services as proposed in this report. The rehost (i.e., lift and shift) combined with the refactor transitioning 

process (e.g., both IaaS and PaaS services) represents the best approach for conducting the NPP cloud 

transition, since the nuclear industry intends to scale and optimize maintenance prediction activities by 

leveraging cloud resources to reduce costs. The required deployment procedure is described in the 

subsequent sections. 

2.1.1 Path Forward for the NPP Cloud Integration/Transfer Approach  

The following is an outline of the technical considerations involved in supporting the recommended 

IaaS and rehost/refactor Azure cloud services model. 

¶ VMs and servers: There is a need to access NPP site servers and to transfer workloads to Azure VM 

or Azure VMware Solution. The most efficient approach is to create a minimal amount of data for a 

version of the workload to get the application initially working on the cloud. NPP server applications 

already running on VMs can be easily transitioned to the cloud platform upon completion of the 

required application and software version updates. 

¶ Databases: Existing NPP site databases can be moved to relational formats in Azure SQL Database, 

PostgreSQL, or Microsoft SQL Server in Azure VM. On the other hand, the non-relational databases 

can also be moved to blobs, tables, queues, Azure NoSQL Database, or Azure CosmosDB on the 

cloud platform. For enhanced performance, scalability, and security, it will be essential to rebuild the 

data model as a new Azure SQL Database. In addition, a data recovery plan should be considered for 

rectifying any errors and disasters. The option also exists to synchronize the plant site SQL database 

with the cloud SQL database servers by using the SQL Data Sync service in the Azure cloud. Large 

amounts of data can be moved either virtually or manually via network transfer or Azure Data Box, 

respectively. The NetApp Cloud Volumes ONTAP software package is recommended for 

cost-effective data storage and management [8]. 

¶ Web applications: NPP sitesô web applications can be transferred to Azure Logic Apps and Azure 

Kubernetes Service. 
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¶ Virtual desktop: NPP sites' virtual desktops could also be transferred to virtual desktops in the Azure 

cloud. 

¶ Network: A virtual private network (VPN) with an Azure ExpressRoute is recommended for speeding 

up data transmission and improving bandwidth performance. 

¶ Testing and optimization: Functional and performance tests will be required to confirm application 

and workload compatibility on the cloud. The performance results could be compared with NPP site 

performance to resolve scalability and feature functionality issues in the cloud application. 

¶ Service management: Workloads transferred to the cloud can be monitored by using Azure 

Application Insights to collect, analyze, debug, measure performance, allocate resources, 

troubleshoot, etc., with regards to the service-level agreements on the Azure cloud platform. 

Microsoft Operations Management Suite could also be employed to remotely manage both NPP site 

server applications as well the cloud. 

2.2 Framework of  the Proposed Architecture  

In previous years, the nuclear fleet relied on time-consuming labor-intensive preventive maintenance 

programs to maintain and sustain plant assets leading to high O&M costs. Subsequently, with the increasing 

number of data-generating sensors, existing equipment reliability and maintenance processes can become 

complicated and inefficient to detect asset failures at an early stage. As a result, the nuclear industry seeks 

to leverage scalable cloud resources to detect plant asset disturbances that may elude other maintenance 

systems in real-time for better maintenance planning with minimal downtimes for safe long term 

economical operation. The proposed NPP cloud-based high-level architecture depicted in Figure 2 

described in this section would be employed to collect and process the multi-source sensor data from various 

NPP sites for automatic monitoring alerts and diagnosis using advanced AI methods.  

NPP site wireless sensor network: The left-hand side of  

Figure 2 (i.e., ñlocal plant siteò) illustrates the local NPP site connectivity that supports various 

network types among sensors and actuators, the Internet of Things (IoT) Hub gateway, and VM servers. 

For local wireless connectivity, a DAS-LTE combines wireless amplifiers and fiber optic cables to 

distribute wireless signals to antennas over a wide frequency range (kHz to GHz). Large volumes of 

sensor data are continuously collected at the plant site and transmitted to the cloud via a Wi-Fi router and 

the IoT Hub gateway point that ensures a high data transmission rate with bidirectional communication. 

An edge device can be employed to enhance the data processing activities (e.g., data cleaning and feature 

extraction) prior to sending the data to the cloud resources. The VMs and data servers at the plant site are 

accessed from the cloud, using a VPN connection to ensure data security. Currently, some data sources 

are taken periodically by hand, but by deploying new wireless sensors, these infrequent, route-based 

measurements can be replaced with frequent and reliable sensor measurements. Continuous collection and 

monitoring of sensor data, as enabled by wireless sensor monitoring, will ensure that equipment remains 

healthy and is operating within the acceptable limits in a cost-effective manner. Thus, there is a need to 

ensure that the wireless network can support these new sensors and their corresponding frequency ranges. 
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Figure 2. Proposed high-level architecture of the hybrid cloud. 

NPP cloud network: The second aspect of the proposed architecture shown in  

Figure 2 encompasses further real-time data processing and analytics, storage, and security 

management aspects. On the cloud platform, a series of applications can be integrated, as needed, into the 

central IoT Hub infrastructure adaptors. Data routing and authentication of all incoming messages 

received from various sensor devices and locations is authenticated by the Event or IoT Hub gateway 

prior to further data processing and AI data analytics. Web applications are also developed and hosted by 

container and Kubernetes services for real-time visualization of archived historical data. 

NPP cloud services: The third aspect of the proposed architecture shown in  

Figure 2 encompasses the sharing of analysis reports and data visualizations through a web browser 

or portal. M&D reports are also made available to authorized plant and technical staff. In addition, 

administrative management functions are made accessible to front-end users. Using services such as 

Azure, GE Predix, and AVEVA,  cloud service providers have shown that data can be shared and 

demanded services provided through secure database servers. 

2.3 Communication with Cloud Services  

2.3.1 Wireless Sensor to Cloud Services  

To realize the maximum benefits of cloud computing, sensors must be in regular communication with 

the cloud computing site. This will most likely entail installation of new wireless sensors to replace the 

manual, route-based measurements and thereby improve the reliability and consistency of these 

measurements. With frequent measurements being sent to an onsite database, the data will be refined 
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prior to being sent, in either a streaming or batch-like fashion, to cloud computing services for further 

analysis and eventual storage. 

The existing plant site DAS-LTE/wireless local area network (WLAN)/long-range wide area network 

(LoRaWAN) sensor network uses a ASP.NET (Windows) application on a Microsoft SQL server 

database. High bandwidths (700ï950 MHz) are supported by the WLAN/Wi-Fi for low-latency data 

transmission rates. Signals from low-power, low-bit-rate sensors within a range of 10 km are wirelessly 

connected via the LoRaWAN. The radio frequency identification (RFID) network also operates in a low 

signal frequency range (HzïGHz), with a sensing distance of 1ï100 m. This RFID network server will be 

used to detect whenever equipment is removed from inventory. Other sensor devices must be 

accommodated as well, including valve position monitoring gauge readers in the 433 MHz frequency 

range, hundreds of vibration sensors, dozens of dosimetry sensors in the 915 MHz frequency range, and 

other devices such as smart phones, tablets, and ultrasonic/infrared cameras with a frequency range of 

700ï850 MHz [9]. 

The wireless-sensor-to-cloud-database layout shown in Figure 3 is basically applicable to all 

registered sensor devices at the NPP site. When the sensor device is activated or provisioned, the device-

specific schema information (e.g., equipment ID and authentication) is stored in the cloud device registry, 

irrespective of hardware differences or sensor device model. To ensure a unified telemetry data format for 

all connected sensor devices, the plant-side device management takes care of all device-to-cloud 

bi-directional messages, property updates from the NPP site to the cloud, and direct data path 

communications among individual connected devices. The Azure IOT Hub maintains a device twin for 

DAS-LTE/WLAN/LoRaWAN sensors, and this twin contains the following: 

¶ Device tags: Read/write JavaScript Object Notation (JSON) documents to identify sensor devices and 

subsequently aid in organizing them. 

¶ Desired property: Synchronizes device configuration together with the reported properties. The 

notification back end (e.g., Azure storage containers) can establish desired propertiesðas well as 

changes to desired propertiesðto be read by the NPP device application on the edge server. 

¶ Reported property: This is also used in tandem with the desired property to synchronize sensor device 

conditions. The NPP site device application can set the reported properties to be read and queried by 

the cloud back-end service queue. 
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Figure 3. Wireless-sensor-to-cloud-database layout. 

To ensure consistency in sensor data throughout the sensor-to-database layout given in Figure 3, the 

JSON encoding format was adopted. Incoming JSON-formatted messages are automatically routed to 

different devices, as per the IoT Hub's message structure. Wi-Fi network sensor devices publish sensor data 

to the Message Queuing Telemetry Transport (MQTT) protocol to aid in constructing a device-to-cloud 

(D2C) data path. Sensor data from the LoRaWAN low-powered devices are first reported to the plant server. 

Aggregation of these data is later transferred to the cloud. Similarly, on the cloud side, updates to the desired 

properties are transmitted to the Wi-Fi devices via the Advanced Message Queuing Protocol (AMQP) or 

the Hypertext Transfer Protocol (HTTP) notification protocols in order to support the file upload data flow, 

which is enabled by standalone applications. 

2.3.2 NPP to Cloud  Services  

After wireless sensors transmit their data to onsite plant databases or historians, the plant database 

must communicate with the cloud. The cloud IoT Hub accomplishes this task and is essential for 

connecting the plant database to cloud resources. The cloud IoT Hub is at the center of the sensor-to-

database layout in Figure 3 above. The cloud IoT Hub management encompasses three types of inputs: 

property update, bi-directional, and direct message inputs. Each device corresponds to two identical 

objects: the local device and the digital twin representation on the IoT Hub. The device twin contains 

device tags, desired properties, and reported properties. Property updating consists of synchronizing the 

locally desired properties from the plant server to the cloud desired properties, then updating the local 

reported properties based on the cloud reported properties. Bi-directional (i.e., D2C and cloud to device 

[C2D]) messages are natively supported by the IoT Hub in order to enable telemetry data transmission 

and notification delivery. Direct messaging inputs are used to instantly invoke local commands in the end 

device for execution. The proposed layout is capable of transmitting information from plant site devices 

to the cloud database for storage. In this scenario, the Azure IoT device software development kit (SDK) 

is recommended as an open-source software framework for enabling simple and secure cloud gateway 

management and connectivity. Some supported platforms within the Azure SDK are Windows 7/8/10, 

Linux (Ubuntu, Fedora, Raspbian), and Android. Languages such as .NET, C#, JavaScript, and C are 

compatible, as well. 
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Figure 4 shows the DAS-LTE/LoRaWAN/WLAN sensor network as being the backbone of the layout 

that enhances the connectivity between the plantðor onsite local infrastructureðand the cloud. Thanks to 

native Internet Protocol (IP) support devices with Wi-Fi interfaces, some devices can directly 

communicate with the cloud gateway by using any of the supported messaging protocols (e.g., MQTT 

and the Constrained Application Protocol) through the JUNIPAR PJAR router. In parallel, the message 

exchange between resource-limited devices and the cloud is bridged by the edge server. Back-end C2D 

messages can also be transmitted through the VPN and IPSec/IKE tunnel thanks to the switch to the edge 

device, then further relayed to the target devices. 

Regarding the NPP connectivity network depicted in Figure 4, the various data link and 

communication protocols have already been mentioned in the previous section. These protocols permit 

interoperability among devices from different networks. The network components can be described as 

follows: 

¶ RFID front-end server: Radio frequency identification for automatic data acquisition, scalability, and 

data inventory tracking. The RFID front-end server would act as an inventory management system 

consisting of RFID readers and RFID tags, as well as a RFID software application. The RFID 

inventory management system would track and manage the sensor data inventory (e.g., status and 

location), with real-time updates to cost-effectively automate and improve the accuracy of inventory 

counts. Again, the RFID batteryless technology provides numerous benefits, including large-scale 

integration, reduced complexity, and flexible mobility [2]. The digitally processed signals stored on 

the sever would be transmitted over a transmission control protocol / internet protocol (TCP/IP) 

network. In addition, the RFID backhaul server receives the filtered signals for various frequency 

bands by employing a modulation scheme (e.g., the quadrature amplitude or the spread spectrum for 

the WLAN/LTE and LoRaWAN communication protocols, respectively) [2]. The modulated signal is 

then transmitted over to the cloud for storage, analytics, and monitoring. 

¶ Edge server: Acts as a local hub where all sensor data are aggregated and forwarded to the cloud. 

¶ IoT Hub gateway: The centralized device that transmits aggregated data to the cloud storage. 

¶ Express route circuit: Joins the onsite network with the cloud via routers. 

¶ Express load balancer: Express route gateway that reduces latency and connects the private virtual 

network (VNET) to the cloud subnet. 

¶ VPN gateway: Provides external connectivity to the on-premises network. 

¶ IPsec/IKE tunnel: A site-to-site VPN gateway connection linking the NPP site to the cloudôs virtual 

network. 

¶ VPN load balancer: Routes network traffic from the VPN gateway to the cloud. 

¶ Virtual machine: Enables hosting applications such as Windows, Linux, and iPhone Operating 

System (iOS) to achieve virtual scalability. 
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Figure 4. NPP-to-cloud-network connectivity. 

The edge server is where all the sensor data are aggregated on the plant side before being forwarded 

to the cloud. This component is essential because, when used in tandem with methods such as feature 

extraction or dimensionality reduction, it can reduce the total amount of data being transmitted to the 

cloud, thus leading to cost savings in terms of the subsequent data storage and processing. Figure 5 gives 

the layout of the local edge server, showing it to be mainly comprised of an edge manager, edge broker, 

user account and authorization, edge VM, edge operating system, and edge agent. The edge VM runs in 

an isolated process in parallel with other components to interact with sensors and actuators that are 

directly connected to the edge server. 

The data flow from the plant siteôs edge server to the cloud is as follows: 

1. Sensor data are ingested to and transmitted from the edge server. The hypervisor creates and oversees 

the VMs as they run. 

2. The data are transformed and sent to a data bus, depending on the communication protocol from the 

protocol adapter. 

3. Following subscription to the protocol adapter, data are sent from the data bus to the Event Hub and 

time series gateways. 

4. Data pre-/post-processing is conducted by the custom application, which acts as a computing 

analytics unit on the edge server and publishes the data back to the data bus or the cloud. 

5. The historian is used to archive the processed data. 

6. Finally, the processed data are published to the respective gateways on the cloud. 
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In addition, the edge analytics services that are also available through the custom application can 

perform data cleaning and compression, as well as some feature extraction prior to the data being 

transmitted to the cloud. 

 

Figure 5. NPP site edge server interface. 

2.4 Cloud Architecture  and Storage  

Architecture and storage pertain to the structure of the data pipeline once the data have been 

transmitted inside the cloud. 

2.4.1 Data Ingest and P ipelines  

This section presents the data ingestion and egestion pipelines required by the architectures proposed 

in the previous sections in terms of performing remote analytics and maintenance. The architecture of the 

data pipeline illustrated in Figure 6 takes into consideration the higher cost of streaming the data as 

opposed to processing them in batches. In this regard, the frequencies of the input data for near-real-time 

and batch processing were considered to mitigate data loss and errors in the data transmission process. 

The two main sources of data considered were vibration and NPP equipment process data, which pertain 

to flow, pressure, and time series information obtained from the Open Platform Communications (OPC) 

Unified Architecture as well as the supervisory control and data acquisition (SCADA) systems or 

historian server at the NPP site. An example of cloud deployment using data from a NPP site is given 

in [10]. For near-real-time analysis, the sampling frequency for the vibration data could be as high as 

8,192 samples/sec, transferred on an hourly basis. The data ingestion pipeline in Figure 6 describes the 

various aspects of feasibly transmitting vibration and plant process dataðnamely, ingestion, 

transformation and analysis, storage, and visualization. 
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Figure 6. Data ingestion and egestion pipeline layout for the NPP cloud. 

1. Ingestion: This, the first step in the layout, involves extracting raw data and/or features from the 

sensor devices or edge server, server logs and files, process data file uploads, and SCADA systems or 

data historians at various frequencies. Because data at this stage originate from various sources at 

variable speeds/frequencies and in different formats (i.e., structured, unstructured, or semi-

structured), it is imperative that the data ingestion be completed effectively. The following data 

ingestion tools were employed for our specific data: 

- Event Hub: This is a low-latency seamless integration streaming platform for receiving and 

processing a large volume of data events per second. It also has built-in adapters for real-time and 

batch-event transformation. 

- Apache Kafka: This is a high-throughput distributed messaging system that features enhanced 

integrated portioning and fault tolerance for large-scale data streams. 

- IoT Hub: This cloud platform service, primarily managed in Microsoft Azure, acts as the central 

communication layer between the connected devices. It also supports monitoring to assist in 

workload scaling and the tracing of device connections. 

2. Transformation and Analysis: This step tackles the question of whether to stream data or process 

them in batches. The collated data are converted, normalized, cleaned, merged, and sorted for further 

analytics. Recommended tools include: 

- Apache Spark: A parallel processing cloud application in Azure HDInsight, it supports in-

memory huge data analytics. It can load and cache data repeatedly during in-memory 

computations. Spark scales up in performance and data optimization, providing interfaces for 

Python, R, Scala, and SQL. This tool is useful for applying large-scale data analytics to the vast 

historical data currently stored at each plant. 

- Azure Databricks: A cloud-based engineering data processing tool that is useful for transforming, 

processing, and exploring huge amounts of data through AI  models. To increase performance, the 

Databricks runtime augments the capacities of Apache Spark workloads. In addition, cost 

minimization is achieved through auto-scaling and auto-termination modes for Spark clusters. 

This tool allows for integration of open-source libraries, thus enabling the latest AI and ML 

techniques to be used. 
















































































